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Abstract

Understanding how humans interact with their surroundings during spatial decision-making is crucial for the 
understanding of several processes, such as navigation. Furthermore, during spatial decision-making, humans 
also interact with spatial data often presented to them through a display device. Through eye tracking, mixed 
reality and machine learning we are able to come closer to an understanding, optimize the relevant interaction 
dialogues, classify relevant interaction spaces and assist humans during the process of spatial decision-making.
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Kurzfassung

Um verschiedene Prozesse wie zum Beispiel die Navigation zu verstehen, ist es entscheidend zu verstehen 
wie Menschen mit ihrer Umgebung während der Entscheidungsfindung interagieren. Während der räumli-
chen Entscheidungsfindung interagieren Menschen auch mit räumlichen Daten, die Ihnen oft über Display 
Geräte präsentiert werden. Mithilfe von Eye Tracking, Mixed Reality und Machine Learning sind wir in der 
Lage, ein besseres Verständnis und eine Optimierung der relevanten Interaktionsdialogen zu erzielen, rele-
vante Interaktionsräume zu klassifizieren sowie Menschen während des Entscheidungsfindungsprozesses 
zu assistieren.
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1. Introduction

Human navigation is defined by Golledge [1] as 
the goal directed movement in space, in order 
to reach a predefined destination. According to 
Montello [2], navigation consists of two compo-
nents, namely locomotion and wayfinding. During 
locomotion we make decisions in our direct sur-
roundings, e.g., trying to avoid obstacles. During 
wayfinding we make a series of decisions, also 
incorporating survey knowledge, which eventually 
leads us to the desired destination.

Human navigation is an interdisciplinary re-
search topic in the focus of several domains, 
ranging from Cognitive Psychology to Computer 
Science and Geoinformation. Human navigation 
provides a content rich testbed allowing answer-
ing many different kinds of research questions 
which can also easily be generalized to further 
domains. Researchers investigate the factors that 
lead to successful navigation in terms of efficien-
cy, effectiveness, user experience, cognitive load, 
amongst others. These factors are not only user 
dependent, e.g., spatial abilities, but also environ-
ment related, e.g., decision points.

The research experiments in this domain are 
performed in the real environment, but also in lab 
settings. One of the advantages of experiments 
in the lab is the control over the experiment, be-
ing able to observe and understand where the 
effects are coming from. Although often claimed 
that there is a lack in external validity, studies have 
shown that lab experiments externalize quite well 
[3]. Furthermore, the advantages that a lab setting 
can offer are tremendous. Due to the technologi-
cal advancements of the last decade, a lab can 
be equipped with several emerging technologies, 
e.g., eye tracking, body tracking, holographic-like 
interaction glasses, etc., allowing to observe and 
analyze the user behavior and interaction with 
space in more depth. Although some of these 
technologies can also be utilized for experiments 
in outdoor environments, there are trade-offs, 
e.g., sunlight interference is a problem when per-
forming experiments using a mobile eye tracking 
device [4]

Many researchers have split the relevant re-
search parts in order to make them more manage-
able and have also proposed classifications and 
models in order to provide formalisms. Jan Wiener 
et al. [5] proposed in their work a taxonomy of 
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wayfinding tasks, classifying wayfinding in aided 
and unaided. Kiefer et al. [6] proposed a wayfind-
ing grammar as a mean to cover and describe the 
wayfinding processes in a formal yet modular way. 
Giannopoulos et al. [7] characterized the relevant 
space by introducing three components, 

1) „the space the user interacts in (i.e., the position 
of the user)”, 

2) „the spatial information the user interacts with 
(e.g., the information on the map)” and 

3) „the space the user interacts with (i.e., the ob-
jects in the environment)”. In the present work 
we focus on aided wayfinding as well as the 
spatial information and the space the user in-
teracts with.

In the following sections a brief overview will 
be given concerning the factors that constitute to 
the complexity of wayfinding, the current research 
directions and how open issues are currently ad-
dressed. Furthermore, eye tracking, mixed reality 
and machine learning will be discussed in order 
to emphasize the benefits that can arise through 
them when doing research in navigation.

2. Wayfinding Complexity

While navigating in unfamiliar environments, we 
often make use of assistance aids, either of tra-
ditional cartographic paper maps or of emerging 
mobile technologies, visualizing the instructions 
on a screen. During wayfinding we try to interpret 
and match these instructions to the surrounding 
environment, e.g., while approaching a decision 
point. This process already highlights three fac-
tors that are immediately essential for the success 
of this matching task, namely, the complexity of 
the surrounding environment, the complexity of 
the given instruction and of course, the abilities 
of the user that has to perform these actions. 
Giannopoulos et al. [8] call this a Wayfinding De-
cision Situation:  „A wayfinding decision situation 
occurs when a specific wayfinder has to make a 
wayfinding decision in a certain environment with 
a certain instruction.” In their work, they provided 
the first model to approximate the complexity of a 
decision situation (see Equation 1) by integrating 
the complexity of the environments in terms of 
branches that are possible to be chosen at a 
decision point, the complexity of the instructions 
at hand, as well as based on the spatial abilities 
of the wayfinder. The wayfinder has to interpret 
the instructions, match them into the environment 
and finally, make a decision. 

c(e, ti, U) = c(e) Å c(ti) Å f(U) Þ

c(e, ti, U) = w1 * #br +  
            + w2 * (b * advvis + (1 - b) * lm) +  
            + w3 * sa
sa: spatial abilities, br : number of branches,  
advvis: advance visibility and lm: landmark matching

c(e, ti, U) Î [0, 1]

Equation 1: The Wayfinding Decision Situation Comple-
xity model defined by Giannopoulos et al. [8]

Each of the three factors integrated in the above 
model has an impact on the wayfinding complex-
ity. It is important to understand that the easier the 
interaction between the user and the surround-
ing environment and the instructions at hand, the 
lower the complexity [8]. According to Stephan 
Winter [9] and his introduced measure for advance 
visibility, the wayfinding complexity increases the 
longer it takes to see the landmark used in an 
instruction. Furthermore, Giannopoulos et al. [10] 
demonstrated that the timing of the instructions 
also has an impact on the complexity. According 
to their research, the optimal timing of instruc-
tions is also strongly dependent on the wayfinding 
situation. In their work they introduced a formal 
model based on a survival analysis, modeling the 
optimal timing using an Accelerated Failure Time 
(AFT) model. By using the estimated parameters 
of the model and filling in the input parameters, 
e.g., age of the user, type of decision point, etc., a 
probability distribution is computed which can be 
utilized to assess the optimal timing of an instruc-
tion for a specific wayfinding situation.

Current research tries to optimize human 
navigation by optimizing the complexity of a 
wayfinding decision situation, either focusing on 
understanding the strategies wayfinders apply in 
order to make a decision, or by optimizing the in-
teraction dialogue between the wayfinder, the aid 
and the environment, amongst other approaches.

3.  Human Computer Interaction in Navigation

One branch of current research focuses on optimi-
zing the interaction with the assistance aid in or-
der to outsource the complexity to the processing 
unit of the device. Several approaches have been 
evaluated through empirical experiments focusing 
mostly on optimizing the navigation time, i.e., the 
time to reach the desired destination from the 
origin, as well as spatial knowledge acquisition, 
i.e., learning the environment. Next to this, there 
is also a focus on user experience and in reducing 
the cognitive load during decision making. For 
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instance, Giannopoulos et al. [11] introduced the 
GazeNav concept, a gaze-based pedestrian navi-
gation assistance system, focusing on reducing 
the navigation errors by minimizing the necessary 
interaction with the environment. Another ap-
proach was introduced by Gkonos et al. [12] and 
Pielot et al. [13] focusing on vibrotactile interac-
tion, providing the navigation instructions through 
vibrations on a custom developed waist belt. 
Both approaches, the gaze-based and vibrotac-
tile approach are based on non-visual navigation, 
i.e., they do not require that the user reads the 
instructions from a screen. There are of course 
also several visual-based approaches which on 
their part focus on optimizing the interaction with 
the mobile screen, e.g., to optimally obtain and 
understand the provided instructions. Giannopou-
los et al. [14] introduced in their work the GeoGa-
zemarks concept, a gaze-based interaction that 
allows to keep marks of the orientation on mobile 
maps. Another very successful approach that is 
followed in order to provide navigation assistance 
focuses on optimizing the interaction with the 
surrounding environment. Anagnostopoulos et al. 
[15] introduced in their work the gaze-informed 
Location Based Services. The user is able to 
obtain information by just gazing at elements of 
the environment. For instance, while looking at a 
specific building the user could obtain information 
that could help them reach the desired destination.

4. Eye Tracking in Navigation
Navigation requires that the wayfinder interacts 
with the surrounding environment and collects 
information that will be included into the decision-
making process. While humans acquire this infor-
mation through multiple senses, the visual sense 
is of great importance [16]. As addressed by Kiefer 
et al. [16], the main reasons why eye tracking can 
be very beneficiary for navigation research are the 
following: 

1) the majority of today’s wayfinding aids are based 
on visual interaction

2) visual attention can easily be measured (which is 
not the case for other senses)

3) the information acquisition process can be mea-
sured

Eye tracking technology exists already for sev-
eral decades, with research in the 60s’ already 
focusing on what our eye movements can reveal. 
For instance, Yarbus [17] in his research showed 
that eye movements are task dependent, a finding 

that inspired recent research to focus on activ-
ity recognition based solely on eye movements. 
Kiefer et al. [18] captured eye movements of par-
ticipants during map reading tasks and used them 
in order to classify and automatically detect the 
map reading tasks while they occur.

Eye tracking is no longer only remote, but also 
mobile. The typical eye tracking technology, i.e., 
remote eye tracking, is mostly fixed under a desk-
top monitor, allowing to perform experiments in 
a lab environment in front of a computer screen. 
Mobile eye tracking technology allows to perform 
experiments in the wild, allowing the participant 
to freely move while the gaze is recorded. Remote 
eye trackers have typically a higher precision, ac-
curacy and recording frequency than mobile eye 
trackers, allowing to analyze eye movements 
more thoroughly. From the captured eye move-
ments, the eye events fixations and saccades are 
computed and typically used for further analy-
sis. Eye fixations occur when our eyes remain 
relatively still, which is the case when we obtain 
information. The rapid eye movements in between 
are the saccades.

Eye tracking technology is commonly used dur-
ing navigation experiments in order to understand 
the process of wayfinding. According to Downs 
and Stea [19] the process of wayfinding can be 
split into four sequential and interrelated steps, 
namely, orientation, route choice, route monitor-
ing and recognition of the destination. Kiefer et 
al. [4] utilized mobile eye tracking technology in 
order to investigate the process of self-localiza-
tion. Through a user experiment, they were able 
to observe the strategies that were applied dur-
ing self-localization and further distinguish some 
of the reasons that lead to incorrect localization. 
Unsuccessful participants were mostly focusing 
on elements on the map which were not visible 
from the experiment area. The proper choice of 
landmarks in a navigation instruction can there-
fore be of immense importance and is subject 
to research where eye tracking technology can 
provide helpful insights in understanding what is 
considered a landmark and which landmarks are 
appropriate for visual representation in assistant 
aids. For instance, Viaene et al. [20] focused on 
identifying the objects in the environment that can 
be categorized as landmarks. In their experiment 
they tracked the wayfinders gaze and proposed a 
gaze-based measure in order to classify objects 
as landmarks. Franke et al. [21] performed an eye 
tracking user study in order to identify the most ef-
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Fig. 1: A user interacting with spatial objects in a Mixed Reality Environment. 
Cubes are projected in front of the user providing a holographic-like experi-
ence, allowing to move around the projection.

fective ways to represent landmarks on maps and 
Ohm et al. [22] performed an eye tracking study 
in order to evaluate landmark-based interfaces for 
indoor navigation.

Navigation research is not limited to the out-
door urban environments, but focuses on indoor 
environments as well. Schnitzler et al. [23] utilized 
mobile eye tracking glasses and performed a user 
experiment in a large complex indoor environment 
in order to investigate how wayfinders use differ-
ent navigation assistance aids in complex multi-
level environments and Schrom-Feiertag et al. [24] 
performed an eye tracking evaluation of an indoor 
guidance system.

This brief overview of eye tracking research in 
navigation demonstrates some of the benefits that 
can arise when utilizing eye tracking. Eye tracking 
technology can be used to gain an understanding 
of the wayfinding processes and the user strat-
egies in order to make decisions. Furthermore, 
eye tracking can also be utilized as an interaction 

modality, enabling implicit and explicit interaction 
[25] with the environment and the assistance aid 
in order to optimize navigation. 

5. Mixed Reality in Navigation

Due to recent technological advances in Mixed Re-
ality, the functionalities and possible applications 
that can evolve become interesting for navigation 
research. Mixed Reality (MR) is constituted by 
the combination of two technologies, Augmented 
Reality (AR) and Virtual Reality (VR). MR can be 
found in between these two worlds. According to 
Azuma [26] an MR application has to „combine 
real and virtual objects, to provide interactivity in 
real time and be registered in 3D”. Head-mounted 
displays are used for the implementation of the 
MR experience, allowing for a more realistic and 
immersive perception and interaction with the 
virtual objects [27] (see Figure 1). MR is already 
utilized for research in several research fields, 
ranging from hologram-like visualizations in MR 
for creative self-expression [28] to remote colla-

boration using virtual objects as 
spatial cues [29], [30]. 

For research in Navigation, MR 
gets specifically interesting for 
several reasons. During aided 
navigation, the information pro-
vided by the aid is displayed in 
two dimensions, although very 
often the information has three 
dimensions. This requires from 
the wayfinder to perform a men-
tal rotation and understand the 
projected information in order 
to make sense of the third di-
mension, unnecessarily increas-
ing the wayfinding complexity 
even more. In the MR domain, 
this information could be pro-
jected in the real environment 
in front of the user, easing the 
incorporation of this information 
in the decision-making process. 
In a similar manner, instructions, 
e.g., landmarks could directly be 
placed in the real environment, 
removing the necessity of relying 
on real environment landmarks. 

Furthermore, MR allows to in-
vestigate in depth how humans 
interact with space, allowing to 
evaluate multiple instances of 
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spatial elements easily, by simply changing the 
3D visualization. For instance, MR can allow to 
verify theories concerning elements of an urban 
environment that can be useful in order to ease 
the wayfinding process. These elements do not 
have to be already incorporated in the environ-
ment, they can simply be projected, making the 
experimental process faster, cheaper and even 
possible, not having to rely on the existing urban 
infrastructure. 

6.  Machine Learning in Navigation
Machine learning is defined as a computer 
program that can „learn from experience E with 
respect to some class of Tasks T and performance 
measure P, if its performance and tasks in T, as 
measured by P, improves with experience E” [31, 
p. 2]. In navigation research, where a lot of the 
tasks are still difficult to clearly distinguish while 
they occur, machine learning can be very helpful. 
For instance, lets assume that the set of relevant 
Tasks T are the ones defined in the Introduction, 
namely orientation, route choice, route monitoring 
and recognition of destination. It would be very 
beneficiary if we could track down the sequence 
and frequency of these interrelated steps. For 
instance, we could look at the results of the al-
gorithm and observe when and how often these 
steps occurred and perform even more targeted 
analyses, being able to interpret the experimental 
observations with respect to the user activity (e.g., 
the user was gazing at these specific elements 
during orientation). Liao et al. [32] applied ma-
chine learning in their work using eye tracking 
data in order to classify typical navigation tasks 
in the real environment. Kiefer et al. [18] applied 
machine learning on eye movement data of users 
interacting with a map in order to recognize user 
activities on cartographic maps, such as route 
planning. The results look very promising, sup-
porting even more the above case.

Machine learning can be useful for several 
stages of the wayfinding process. For instance, 
identifying the familiarity level of the user with 
the environment can be very beneficiary for an 
assistance system which in turn can adapt ac-
cording to this information. Machine learning and 
eye tracking can also be utilized to detect the 
cognitive load of wayfinders. Duchowski et al. [33]
termed the Index of Pupillary Activity, is shown to 
discriminate task difficulty vis-à-vis cognitive load 
(if the implied causality can be assumed utilized 

in their work eye pupil data in order to detect the 
user´s cognitive load level.

7. Conclusions

Past and current research in navigation has alrea-
dy successfully demonstrated how technologies 
such as eye tracking can help understanding the 
processes involved. This work tried to highlight 
the benefits that can arise from this and other 
technologies in navigation research and provide 
examples where eye tracking, mixed reality and 
machine learning could help to get deeper insights 
or even make it possible to perform research in 
environments that do not yet exist in reality.
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