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Anharmonic Analysis by Collocation Method 

Von Josef Kabelac, Praha und Kare/ Vece'fe, Pardubice 

1. lntroduction 

The paper presents first an ampl i fied col location method on several signals and 
deals also with a free col location. Attention is g iven to the analytical determination of 
correlation funciton and of cross correlation functions. Further the col location method 
with several signals is appl ied, as weil as the analytical correlation function to anharmo­
n ic analysis. 

The paper l i nks up with [1] and [2] and is working in the field of the publ ications [3] 
and [4], but on the base of total ly different approach. The stud ies preceding the present­
ed paper are mentioned in [5] and [6]. 

2. Collocation with one signal, analytical investigation of correlation function 
and applications 

The fundamental equation of the fixed collocation method with one signal is, see 
[1 ] and [2], 

Ax + U S  = 1 + v, 01, 

where A is Jacobi 's matrix of known partial derivatives, 
x is denoting the unknown trend's vector, 
U is an auxi l iary matrix compi led from un it and nu l l  submatrices, 
S the unknown vector of the signals, 
v the unknown vector of random corrections, 
1 the known vector of absolute terms, 
01 is the known matrix of cofactors between the mediating q uantities. 

The expression 

vTQ-1v + sTQ�1S - 2 KT(Ax + U S  - 1 - v) 

is min imum only then when it holds true 

X = [AT(Q, + OsJ-1 AJ-1 AT(Q, + OsJ-1 1, 
K = (01 + OsJ-1 (1 + Ax), 
V = -01 K, 
s = Oss K, 
sP = Osps K, 

(1) 

(2) 

where K is  the vector of the correlates and sP the vector of predicted signals. The 
matrix 033 is a total covariance matrix and Oss, Qsps are covariance matrices between 
the signals on supporting and predicted points. In case that the condition of min imum 
between the elements of the unknown vector x occur, there can be spoken about the 
free col location. The expression 

xTQ�1 x  + vTQ-1v + STQssS - 2 KT (Ax + U S  - 1 - v) 

is min imum only then, when it is  valid 
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K = (AQxx AT + a, + OsJ-1 , 
X = OxxATK, 

23 

(3) 

and v, s, sP see the equation (2). Oxx is the matrix of cofactors between the unknown 
quantit ies of the vector x. The estimate of the mean errors is s imi lar to the procedure in  
(1). 

Let us now pay attention to the main problem of th is paragraph, to the analytical 
determination of the correlation function. Let us have a certain known function f(x) that 
is supposed to be continuous in  the interval (- oo, + oo). Let it be true for the s ignal s, 

s = f(x), (4) 

which is a periodical function with a period <O, xn> ·  Further we have the arguments x1 
and x1 + dii. Covariance and variance are 

1 n 
covii = -- L f(x1) f(x1 + dii), n i = 1  

1 n 
varii = -- L f(x1) f(x1), 

n i = 1  

where n = xn / dx. Then 

covii = l im � f f(x1) f(x1 + d1i) = 
ctx�o Xn i = 1 Xn 

Xn 
f f(x) f(x + dii) dx, 
0 

n Xn 
l im � L f(x1) f(x1) = -1

- f f(x) f(x) dx. 
dx�o Xn i = 1  Xn o 

The elements of the correlation matrix K88 are g iven by the correlation function 
K1i = covii I var1i and thus 

Xrr Xn 
K1i = f f(x) f(x + dii) dx I f f(x) f(x) dx. 

0 0 
(5) 

The correlation matrix K88 wi l l  be used for computations by the col location meth­
od after a l ittle arrangement of the equation (2). The expression Q1 + 088 changes into 
the form 

Kn = a 01 + Kss> (6) 

where a is a certain coefficient, the tasks of which are (see also the Table 2): 
a) to i nfluence the rate of smoothing, 
b) to get the matrix Q1 and K88 i nto a numerical coincidence and 
c) to increase the value of the determi nant of the matrix Kn at model appl ications 

and to enable the inversion of the matrix. 
S imi lar tasks are val id for the free col location, equation (3). In model appl ications, 

in connection with the equation (4), there was appl ied the periodical function 

s = A sin (Bx + C}, (7) 

where A presents a random and s in  (Bx + C) a determin istic q uantity. 
As there the periodical functions are concerned, let us do now a l i near transforma­

tion of the independent variable x into the interval <0,2 n>,  in which the g iven problem 
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Fig. 1 :  The course of the correlation function of the signal sin x. 
according to the correlation function cos d 1i 

- - - - on base of numerical calculation 

wi l l  be solved. After inserting the equation (7) into the equation (5), the latter one 
changes i nto a correlation function of the form 

2n 
A2 f sin (Bx + C) sin [B (x + dii ) + C] d x  

K1i = --0 ---2-,---------- = cos B d1i, 
A2 f sin2 (Bx + C) d x  

0 

(8) 

where d1i = xi - x1 and there the q uestionable random q uantity A does not occur any 
more. 

Using the relation (8) for d i fferent types of signals f(x) we get in the Table 1 correla­
tion functions Kii determined in analytical way. 

The differences between analytical and numerical calcu lations are caused appar­
ently on base of the fact that the number of random q uantities used in the numerical cal­
cu lation is  l i mited. 

Another numerical proving was realized in using the correlation function d i rectly in 
the method of fixed col location with one signal.  A simpl ified model, see equation (2), 
has included: A = 0 v constant, v = 0, s = A sin (Bx + C), Q1 = E. Further there were 
chosen on the interval <0,2n> 1 8  support ing points ununiformly placed and 10 pre­
d icted points. To j udge the true accuracy LI s the following relation was chosen: 

1 n 
Ll s  = -- L 1 Sexact ; - Scolloc ; I, n ; � 1  

n = 1 8, 

where Sexact ; is the accurate value and s001100 1 is  the value computed by the col location 
method with the presented col location function, see Table 2. 

On base of the mentioned considerations and appl ications the fol lowing conclu­
sions can be formu lated. 
1. The correlation function is a certai n  i l l ustration of the signal function, where in the 

correlation function only the frequency of the signal function appears. 
2. The correlation function is invariant towards the phase and ampl itude of the signal . 
3. The accuracy i n  determin ing the (model) signal by the col location method depends 

on the p lacing of the supporting points x, u pon the observed i nterval and on the co­
efficient a. 

4.  The considerations mentioned indicate the possibi l i ty of analysing more compli­
cated functions. 
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Table 1 Signal and correlation function 

Signal functions f(x) 

sin x 

s in B x  

Correlation functions Kii 

cos dij 

cos B dii 

25 

Graph 

Fig. 1 

Fig. 2, B = 2 

Fig. 3 

A sin (Bx + C) cos B d1J 
A = 0, 1 ,  B = 2, C = 0 

exp (-ax) s in B x  

[A1 cos (X + C) ± 
± A2 sin (x + C)] . sin (Bx) 

A sin (x + C)] . s in  (Bx) 

exp (-a d1i . (cos Bdu + 
+ sin Bd1i . R(a, B)*) 

cos d ij . cos (8 d1il 

cos d1i . cos (B d ii) 

Fig. 4 
A = 1 ,  B = 2, C = 0.6 

Fig. 5 
a = 0.5, B = 2.0 

Fig. 6 
A1 = 1 ,  A2 = 2, 
B = 2, C = 0.7 

Fig. 6 
A = 1 ,  B = 2, C = 0.7 

(2 a2 + 2 82) 
[1 - exp (- 4 11  a) . (a . sin (411 B) + cos (411 B))] 

*) R (a, B) = --------------------------
1 . . 1 

(4 a2 + 82) 
[exp(-411a) . (2a . cos (2118) - B . sin(211B)) - 2a] + 2a(1 - exp(411a)) 

Table 2 Col location method with one signal with analytically determined 
correlation function 

Signal function Trend 
f(x) 

sin x 0 

A2) sin x constant 
A3) sin Bx 0 

A4) sin x constant 

1) see the equation (6) 
2) A = 10,  trend = 1 000 
3) A = 1 /2, B = 2 
4) A(x) = 1 - O, 1 x, trend = 1 000 

Correlation a1) LI s 
function KIJ 

cos d,j 1 . 1 0-5 1 . 1 0-7 

cos dij 1 . 1 0-5 7 .  1 0-5 

cos 2d,j 1 . 1 0-3 5 .  1 0-5 

R (d1i)5) cos d1i 1 . 10-5 2 .  1 0-5 

0,045 11 + 0,003 112 0,0025 11 - 0, 1 
•) R(dii) = - --1 --�0,-02_5_11_+__,_0_,0

_0_1 6-112-- + --1 ---0,�02_5_11_+_0_,0�0-1 6-112-- dii 



- 1,0 

Fig. 2: The course of the correlation function of the signal sin 2x.  
according to the correlation function cos 2 diJ 

- - - - on base of numerical calculation 

f 

f 
f 

f 

Fig. 3: The course of the correlation function of the signal 0.1 sin 2 x. 
according to'the correlation function cos 2 dii 

- - - - on base of numerical calculation 

Fig. 4: The course of the correlation function of the signal sin (2x + 0.6). 
according to the correlation function cos 2 diJ 

- - - - on base of numerical calcu lation 
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Fig. 5: The course of the correlation function of the signal exp (-1 /2 x) sin 2 x  
according to the correlation function i n  the Table 1 

- - - - on base of numerical calculation 

27 
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Fig. 6: The course of the correlation function of the signals [cos (x + 0.7) ± 2 sin (x + 0.7)] s in  2 x  
and s i n  (x + 0.7) s i n  2 x  

according  t o  the correlation function cos d11 cos Bd1i 
- - - - on base of numerical calcu lation 
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3. Collocation with 5everal 5ignal5, analytical determination of correlation 
and cro55 correlation function5 and application5 

29 

The fundamental equation of the fixed collocation method with several s ignals is 

A X + 51 + . . .  + 5a - 1 - V = 0, (9) 

l f  there are satisfactorily accurate measurements avai lable, i .e. the measurements 
of such a qual i ty that the noise is lesser than the amplitude of the smal lest s ignal wave 
and further if a l l  the necessary covariance matrices are known, than it i s  possible to 
solve the presented problem. There were derived formulae that are s imi lar to the equa­
tion (2) and they are as fol lows: 

X 
u a a u 

= [AT(O + " " 0 1 J)-1 A1-1 AT (0 + " " 0 1 J)-1 1 1 1�1 J;-1 s s 1 1�1 J;-1 s s ' 

V = - 01 K, 
u 

51 = L OslsJ K, for 1 = 1 ,  . . .  a 
J = 1  

u 
5p1 = L OslsJ K, for 1 = 1 ,  . . . a. 

J = 1  

(1 1 )  

I n  case of a free collocation with several s ignals there accedes into the min imal iz­
ation even the relation xTO xxx, so that 

u u 
K = (A Oxx AT + 0 1 + L L OslsJ)-1 1, 1 = 1  J = 1  

(12) 

and v, 51 and s� see equation (1 1).  Submatrices Os1sJ, for 1 i= J ,  are cross covariance 
matrices. lf they are zero or if they are supposed to be zero, then 

u 
L OslsJ = Oslsl, J = 1  

u 
L Os lsJ = Os lsl· J = 1  p p 

Estimation of the mean errors is analogous to the paragraph 2. 

(13) 

The approach to the calcu lation procedures of the equations (1 1), respectively (12) 
is possible on base of four d ifferent aspects. 

The procedure a works with every type of signals 51, 1 = 1, . . . a. 
The procedure a1 requires to know the particu lar submatrices OslsJ for 1, J = 1 ,  „ . ,  

a ,  as wei l  as the covariance matrices*) 1 = J,  including the cross ones 1 i= J .  By means 
of one common calcu lation all the types of signals are determined. Let us designate the 
procedure a1 as the total col location. 

The procedure a2 requ i res to know the covariance submatrices Oslsl, 1 = 1, . . .  a. 
The calculation is carried out by turns. 
*) Owing to the form of the equation (1 1 )  the concept "covariance" is used. Ti l l  next the concept 

"correlation" matrices, functions and s imi lar wi l l  be used. 
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First with 08181 and the result  wi l l  be subtracted from the orig inal g iven values. 
Then fol lows the calculation with 08282 etc. There are in  total a calculat ions. Each of 
the calculations corresponds to the col location with one signal .  Al l  k inds of s ignals are 
obtained without any necessity to know the cross covariances. Let us denote the proce­
dure as a sequential col location. 

The procedure ß works with one s ignal , the equation (1 0). 
u 

s = I: s1• 1 = 1  

l t  requ i res to know only one covariance matrix 088, no cross one, each k ind of signals 
is  not determined in  particular, but the s ignal 

u 
s. = I: s1• 1 1 ::= 1 ' 

where i = 1 ,  . . .  , n and n is the number of measurements. 
The procedure ß1 . 088 is determined (analytically or numerical ly) by means of the 

cumulative s ignal function. Let us denote it as the col location ofsignals sum. 
The procedure ß2. 088 is  determined by means of a sum of the particu lar covar­

iance functions that are valid for the particu lar kinds of s ignals. Let us denote it as the 
collocation of covariance functions sum. 

lt  is true in  a s imi lar way, with al l  of the four procedures, about the covariance ma­
trices that are needed for pred iction. From the theoretical point of view i t  is possible to 
have reservations toward the procedure a2 and f irst of al l  to ß2. From practical point of 
view to the procedure ß1 . 

Analytical determination of correlation and cross correlation functions. The corre­
lation functions K'u• 1 = 1 ,  . . .  a, congruent with the equation (5), serve to calculating 
the elements of correlation submatrices K8181 that are valid for the signals s1• 

Cross correlat ion functions Kir. 1, J = 1 ,  . . .  , a with 1 =F J, serve to calculations of 
the cross correlation submatrix elements KslsJ between the s ignals s1 and sJ. lt is val id  

�1 (f1(x) fJ(x + d1i) d x 7 (fJ(x) f1(x + d1i) d x �'/ = -�0 -x.------, �11 = -�0-------
J f1(x) fJ(x) d x 7 f1(x) fJ(x) d x 
0 0 

Simi larly to the equation (6) we i ntroduce 

(1 4) 

(1 5) 

see the f irst and second equation (2), with the possib i l ity that the equation (13) is val id .  
lt i s  val id i n  a s imi lar way also for the free collocation, equation (1 2). 

In model appl icat ion of analytical ly determined correlation and cross correlation 
functions on the col location method with several signals there were used periodical 
functions again*) i n  the following form 

s1 = A1 s in  (81 x + Ci) (1 6) 

as partial s ignals with correlation functions 

(1 7) 

*) Particulars in the paragraph 2. 
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where d ;i = xi - X;, for 1 = 1 ,  . . .  , a. The cross correlation functions were determined 
analytically from the equation (1 4) and gave almost nu l l  values. 8ut numerical proving 
has confirmed the results presented only i n  parts. The values in  test were smaller than 
correlation functions but not zero. Further the cross correlation submatrices were set 
equal to zero. A s impl ified model, see the equation (1 1 )  has contained: 

A polynom of the 2nd degree maximum, v = 0, s1 = A1 sin (81 x + C1), 1 = 1, 2 or 1 , 
. . .  , 3, 01 = E. On the interval <0,2n> there were chosen again 1 8  supporting points 
ununiformly placed and 10 points to be predicted. To judge the real accuracy LIS the fol­
lowing relation was chosen 

1 n 
Ll s  = -- L 1 Sexact ; - Scolloc ; I , n 1 � 1  

where sexact i and s001100 ; are the sums of a signals that are accurate and calculated by 
the col location method with the presented correlation functions, see the Table 3. l t  fol­
lows from the Table: 

1 .  In knowing the correlation functions (1 7) that depend only on the frequency of 
the signals, it is possible to solve in  total the col location problem with several signals, 
equation (16), with required accuracy, when the coefficient a has been chosen suitably. 

2. The collocation method fails, when both the frequency and the amplitude are al­
most the same. 

3. The result ing accuracy is practically the same for d i fferent calculation proce­
dures, i.e. for procedures a1 , a2, ß1 , ß2, see the paragraph 3. Thus the influence of the 
problematic cross correlation submatrices is decreased substantial ly. 

Further there was i nvestigated the dependance Lls = Ll s  ( a, P = 
by means of the function 

f (x) = 1 000 + A sin x. 

The graph on the Fig. 7 shows the resu lts. lt  follows from it: 

trend ) amplitude 

(18) 

4. The choise of the coefficient a, if the ratio P is known and if the required result­
ing accuracy is Ll s. 

8y means of the relation 

f (x) = 1 000 + A (sin 81 x + sin 82 x) 

there was investigated further the dependance LI S  = LIS (Ll 8 = 82 - 81 , P). 
The graph on the Fig. 8 shows the result. lt fol lows from the graph: 

(1 9) 

5. I n  knowing the ratio P and the difference LI 8 of the frequencies it is possible to 
do a priori the estimation of the result ing accuracy LIS. 

The th ird paragraph can be concluded with stating that in  knowing the correlation 
functions K/i, where 1 = 1, . . .  , a and a is the number of the particular kinds of signals, 
it is possible to do the calculation by the col location method with the required accuracy 
including the calculation of the particular predicted signals, trend and values. The corre­
lation functions are dependent only on signal function frequencies. The influence of the 
cross correlation submatrices is not substantial. The signal functions of the g iven equa­
tion (7) were taken into account here. 

4. Anharmonic analysis by the collocation method 

In the preceding paragraphs 2 and 3, there have been derived correlation functions 
that contain only the frequencies of partial signal functions (waves), see the equation 
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Fig. 7: Dependance of the accuracy Lls - in the equation (16) 1 = 1 - on the coefficient a and 
the ratio P = amplitude/trend; for the equation (18) 
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Fig. 8: Dependance of the accuracy Lls - in the equation (16) 1 = 2 - on the d ifference Ll B of the 
frequencies B1, B2 and the ratio P = ampl itude/trend; for the equation (19). 
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(1 7). The ampl itude and the phase shift are dropped. There was further proved numeri­
cal ly that the correlation functions manage to pred ict various partial s inusoidal*) types 
of s ignals. From the viewpoint  of the d iscussed problems even the inverse task may 
have its sense. lt  reads: a set of support ing values is g iven by d iscrete values and is in­
f luenced by various (partial) types of s inusoidal s ignals. Their  frequencies are to be 
found, i.e. the total s ignal should be spread to partial s inusoids. As indicator works the 
expression vTv = f(B1, . . .  Ba), where B1 is the frequency of 1 s ignal type, 1 = 1 ,  . .  „ a and 
a is the number of s ignal types. lf  it is true 

(20) 

then B1, . •  „ Ba are the frequencies of the partial s inusoidal s ignals that are to be 
found. 

4. 1 Anharmonic analysis by the collocation method for one signal 

Let the signal have the fol lowi ng form: 

s = A s in  (Bx + C), (21) 

see the equation (7), where A is the ampl itude, C is the phase sh ift, B = 
2; is the 

frequency and T is  the period. The correlat ion function of s ignal (21) is 

Kii = cos Bdii (22) 

see the equation (8). The analysis is done again under presumption that the properties 
of a random quantity are adjudged to the determin istic component sin (Bx + C) and ac­
cordingly the least square method is apppl ied. * *) 

The graph on the Fig. 9 shows the dependence vlv = f(B) of the signal function 
s = sin x, accord ingly for B = 1 .0. On the interval <0,2 n> there were chosen again 1 8  
supporting values, l inear trend and v = 0. The equation (6) for a = 1 0-5 was used, 
Q1 = E and the equation (22). l t  fol lows from the course of the curve, that the min imum 
corresponds to the g iven frequencv. 

The frequency B, which is to be found out, can be defined with more precision for 
example by means of the relation 

(B; - B)2 - T T . -
2 p 

- (v V); - V V, 1 - 1 ,  . .  „ n (23) 

that substitutes the function vlv = f(B) in  the surrounding of the min imum by the quad­
ratic parabola. Part iculars see Appendix 1 .  Def in ing the frequency with more precision 
(Appendix 1 )  is su itable, i f  only a rough est imation of approximate frequency is known. 
Thus the convergence can be speeded up. With the more precise frequency the detailed 
calculation is then done by the collocation method in surrounding of the extreme; the 
development vTv is fol lowed and the frequency is defined with more precision again­
see Appendix 1 .  

* )  l nc luded damped sinusoids. 
* *) Particulars are in the paragraph 2. 
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4.2 Anharmonic analysis by the collocation method for several signals 

Let the total s ignal have the form 

S = L: A1 s in  (81 x + C1), 
1= 1 

(24) 

where a is the number of the particular s ignal types, see the equation (1 6). To each of 
them belongs the correlat ion function 

K1i = cos 81 d1i, 

see the equation (1 7). lt is necessary to do the analysis again under the presumption 
that the properties of random quantit ies can be adjudged to the determin istic compo­
nents sin (B1x + Ci) and the least square method can be used as wei l *). So the task is 
to find the frequencies 81 in the equation (24) by means of the cond ition (20). 

Determi nation of the approximate values of the frequencies 81 was f i rst proved on 
numerical examples by means of the procedure a1 in the paragraph 3. Final ly there has 
appeared as most su i table the procedure that fol lowed fhe values vTv for one correla­
t ion function 

(25) 

in  which the frequency B was changed, the s ignal S was taken i nto and this can be criti­
s ized from the theoretical point of view. The graph in the Fig. 10 presents the depend­
ence vTv = f{B) of the s ignal function 

s = 5.0 sin x + sin (2.0 x + 0.5) + 0.3 s in (6.0 x + 1 .0), (26) 

accord ingly for 81 = 1 .0, 82 = 2.0 and 83 = 6.0. On the i nterval <0,2n> there were 
chosen again 1 8  support ing values, l inear trend and v = 0. The equation (6) was used 
for a = 1 0-6, Q1 = E and the equation (25). 

lt fol lows from the course of the curve that the min imums correspond approxima­
tely to the g iven frequencies. 

The same procedure was appl ied also for example with an unzero vector v of the 
corrections, namely on the set of values that are presented i n  the Fig. 1 1 .  There the 
course of the mean standard errors m0 of the evaluated astrometric p lates is  presented 
in the dependance on the rectascension aE <0,24 h > ,  (9). 

The course of vTv = f(B) with the appl ication of the equation (25) is  presented on 
the graph in  Fig. 1 2. The m in imums g ive the frequences respective the periods that can 
be phys ically interpreted. 

The procedure using only the equation (25) can be combined with the procedure 
a2-sequential  collocation in the paragraph 3. But here after neglect ing the other s ig­
nals d ifferent value of the frequency, that is looked for, can occur. The procedure 
a1 -the total collocation was appl ied as wei l .  But it is rather compl icated. 

lf  the approximative values of the frequencies are known, there can be used a s imi­
lar procedure as in analys ing the single signal to make them more precise. The equation 
(23) changes into the form 

; (81 . - B,)2 - T T . -;.., 2 2 - (v v)1 - v v, 1 - 1 ,  . . .  , n ,  (27) 
i = 1  a, 

that substitutes the function vTv = f(B1, . . .  , Ba) in the surrounding of the m i nimum by 
a-d i mensional paraboloid. Particu lars see Appendix 2. 

*) Particulars in  the paragraph 2. 
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With more precise frequencies the detailed calcu lation by the col location method 
with several signals in the surrounding of the extremes can be carried out, for example 
according to the procedure a2-sequential col location. Again the development vrv i s  fol­
lowed and again the frequency is made more precise-see Appendix 2. 

Up to now there has not been d iscussed the trend with the analysis of the s ignals. 
This degrad ing inf luence can be removed by reducing the measured quantit ies by ap­
proximative trend that is determined by the polynom of suitable degree. In the course of 
the Cqlculating procedure it i s  possible to make the trend more precise. 

Accuracy estimation. Col location with one s ignal g ives the formula for the calcula­
tion of the mean errors of the unknown trend coeffic ients, of the predicted signals, of 
the predicted values and s imi lar. S imi larly also the col location with more signals g ives 
the same for each type i n  particu lar when the individual covariance matrices are known. 
The mean quadratic errors of the frequencies B and 81 result from the least square 
methöd in  adjust ing the systems (28) and (29). 

5. Conclusion 

The contribution l i nks up with the "classic" collocation method. Several s ignals 
and the free col location are appl ied. The covariance functions are substituted by corre­
lation. ones and fi ltering by el ig ible coefficient a, that serves also to tun ing the numer­
ical and s ignal values and to i nvert ing the matrices (6) and (1 5). lt has been proved that 
the a�alytically determined correlation functions catch up fu l ly each partial s ignal and 
enab le their pred iction with satisfying accuracy. The cross correlation functions do not 
have �ny fundamental i mportance. 
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Fig. 1 1 :  The course of the mean standard errors m0 of the astrometric plates in dependance on 

the rectascension a, (9). 
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Due to the consequential fact that the correlat ion function includes only the fre­
quency of the sinusoidal signal function, it is possible to use the collocation method to 
anharmonic analysis of the g iven d iscrete values, i .e. to determination of the ind ividual 
frequencies 81 of the partial signal waves s1, 1 = 1, . . .  , a and a is  the number of the 

a 
signal types. The total signal S = I: s1 . The criterion is the condition vTv = min., see 

i = 1 
the equation (20). The method can be used also for the trend d ifferent from zero even i f  
it is substituted by a polynom (the simpl iest case) or i f  it is g iven commonly with op­
t ional d iscrete values. The trend could be removed by the classic col location method. 

to prove it, there was used a model example with nu l l  random dispers ion, see the 
equation (26) and Fig. 1 0, as wei l  as the example with unzero d ispersion, see Fig. 1 1  and 
1 2. 

With respect to the results in the Table 3 i n  the 3rd paragraph it appears that it wi l l  
be possible to analyse both the functions with periods being not only mutually near but 
also near to the interval, upon which the set is being analysed. lt is also possible, see 
the last example in the Table 2 in the 2nd paragraph, to approach the analysis of also 
such partial s ignal functions, that have no s inusoidal character. The presented anhar­
monic analysis does not requ i re an equid istant pace and thus the al iasing hazard is 
decreased. 

Appendix 1 

Making more precise the frequency B for one signal that is looked for 

lt l i nks up with the equation (23). After introducing the auxi l iary unknown q uanti­
t ies Po = vTv + B2/2 p, p1 = -B/p, p2 = 1 (2 p), the equation (23) changes into the form 

(28) 

With the necessary number of observations n = 3. lf n > 3, the adjustment occurs, 
where the mediating equation of corrections is just the equation (28). The frequency 
with more precision is then B = -p1/(2 p;J. 

Appendix 2 

Making more precise the frequencies 81 for more signals to be looked for 

lt l inks up with the equation (27). After introducing the aux i l iary unknown q uantit ies 

Po = vTv + I: Bf/2 af, p1 1 = - Bifaf, p21 = 1/2 af, 1 = 1 ,  . . .  , a 
i = 1  

the equation (27) changes into the  form 

Po + I: P1 1 B1 i + I: P2 1 BT i = (vTv)i, i = 1 ,  . . .  , n .  (29) 
i = 1  ' i ::::: 2 ' 

With a necessary number of observations n = 2a + 1 .  lf n > 2 a + 1 ,  adjustment wi l l  
be done, where the mediat ing equation of corrections is  j ust the equation (29). The fre­
q uencies with more precision being looked for are 81 = -p1)(2 Pd, 1 = 1 ,  . . .  , a. 
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